ECHO Degraded Service Event
Event Period: 	01/24/13 2:15pm EST - 01/24/13 3:00pm EST	
System(s) Affected: 	
· Operations
Product(s) Affected: 	
· Catalog Rest API
· SOAP API
· Open Search API
· Reverb 
Executive Summary: 
Memory failure of a node in our elastic search cluster (our means of providing search functionality within ECHO) in operations caused all search and indexing capabilities within operations to fail, elements not dependent on elastic continued to function. 
Detailed Summary:
The operations elastic search node on dbrac2node3 failed due to lack of available memory on 01/25/13 at 1:56pm EST. The memory issues were due to problems with our facet endpoint implementation. At this point nodes 1 and 2 attempted to replicate the to compensate for the lost node. At 2:46pm node 1 ran into memory issues. We believe that the size of the elastic search index is now large enough that it cannot be housed on only 2 nodes. Consequently a decision was made to restart the entire cluster at 2:55pm and Operations came back on line around 3:00pm. The resultant re-balancing of the elastic search cluster completed at around 3:30pm.
Timeline:
· 13:56 01/25/13 – dbrac2node3 failed due to lack of available memory
· 14:15 01/25/13 – ensuing rebalancing caused operations outage
· 14:46 01/25/13 – cluster rebalancing caused node 2 to also run out of memory. 
· 14:55 01/25/13 – elastic search cluster manually restarted
· 15:00 01/25/13 – operations functionality restored
· 15:30 01/25/13 – operations restored to full capacity
Associated Tickets/NCRs: 
· ECHO_Team_TTs 14002185 ‘Supply, install, and configure additional systems for elasticsearch nodes in ECHO Operations and Workload’
· ECHO_Ops_NCRs 11013569 ‘Improve elasticsearch memory usage’
· ECHO_Team_TTs 14002216 ‘Implement 'trending' alerts in Nagios’
· ECHO_Team_TTs 14002213 ‘Add memory usage warning Nagios alerts for operational hosts.’

Future Mitigation: 
The mitigation strategy put forward after the 01/08/13 DSE covers some of the issues associated with this outage. However, now that we believe that a 2-node cluster cannot handle our current search index size we have no high availability solution with respect to elastic search in our operational 3-node cluster. We have added an additional 3 nodes to our search cluster to provide better parallelization and fault tolerance. 
We have also changed the search implementation for high page values in search results. This has dramatically reduced the number of internal searches we needed to do to service high page number searches.  This resulted in a dramatically improved (several orders of magnitude) search performance for searches with high page numbers into large result sets.
The issues with memory availability have been mitigated by temporarily disabling the catalog-rest facet endpoint implementation. Only one outside source was using this in a test capacity. This eliminated the memory pressure and significantly improved search and indexing performance.
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