ECHO Degraded Service Event
Event Period: 	01/08/13 9:15pm EST - 01/09/13 8:40am EST	
System(s) Affected: 	
· Operations
Product(s) Affected: 	
· Catalog Rest API
· SOAP API
· Open Search API
· Reverb granule searching
Executive Summary: 
A cascading failure of elastic search (our means of providing search functionality within ECHO) in operations caused all search and indexing capabilities within operations to fail, elements not dependent on elastic continued to function. For example, Legacy ingest, Reverb dataset search and Reverb login were unaffected.
Detailed Summary:
The operations node dbrac2node3 rebooted itself because of a memory related issue[footnoteRef:-1] on 01/08/13 at 9:17pm EST. The operations elastic cluster runs one of its three nodes on the dbrac2node3 machine. This node was not restored when dbrac2node3 restarted. Consequently, the remaining elastic cluster had to take over dbrac2node3’s index. This required additional disk space. The host dbrac2node2 then ran out of disk space at 9:53 pm EST. This caused the elastic node running on dbrac2node2 to deliberately shut down. Since there was now only a single functioning node left in the elastic cluster, elastic shut down to prevent data modifications that cannot be replicated for backup. Consequently, the operational system was no longer able to service searching or indexing. [-1:  Dbrac2node3 rebooted itself at 01/08/13 9:17 pm EST. This event was only captured in the ILO log with no indication of why the reboot occurred. Given that elastic logs reported an error called "Out Of Memory Error” at that time we believe this indicates that the operating system on dbrac2node3 ran out of memory. 
] 


At this point our alert mechanisms should have alerted operational staff. This failed for the following reasons:
· The reboot of dbrac2node3 was quick enough for the host outage check not to trigger
· There are no alerts for detecting a reboot other than the above
· There are no elastic checks on dbrac2node2 and 3 (note that elastic on dbrac2node1 continued to run but the cluster was rendered inoperable)
· There are no disk space checks configured for dbrac2node*
· There are no memory available checks configured for any nodes

The operations Reverb logs showed that dataset cache refreshes were not able to complete from 01/08/13 9:59 pm EST. This indicates that operations manifested an outage to users at this point. 

At this point our alert mechanisms should have alerted operational staff again. This failed for the following reasons:
· Alerts for OpenSearch API availability were triggered as text alerts but were missed due to a flood of other texts related to issues for the system administration staff.
· Alerts for reverb/catalog-rest availability do not check for search availability. All Reverb/Catalog-rest availability probes continued to work.

At 8:00am EST 01/09/13 the operations staff detected that Reverb was unable to perform granule searching, this led to an investigation that revealed the outage of our search cluster. The following steps were taken,
1. Reclamation of disk space on dbrac2nodes 1-3
2. Restart of elastic nodes on dbrac2nodes 2 and 3
At around 8:15am EST the search cluster began rebalancing and operations functionality was restored. At 8:40am EST rebalancing completed and operations was restored to full capacity.

Timeline:
· 21:17 01/08/13 – dbrac2node3 self-rebooted due to lack of available memory. Elastic on that node remained down
· 21:53 01/08/13 – ensuing cluster rebalancing caused dbrac2node2 to run out of disk space. Elastic on dbrac2node2 shut down. Elastic cluster shut down as a consequence
· 21:59 01/08/13 – Reverb is unable to perform new dataset and granule queries
· 08:00 01/09/13  – operations staff determined elastic outage
· 08:15 01/09/13  – operations functionality restored
· 08:40 01/09/13  – operations restored to full capacity
Associated Tickets/NCRs: 
· ECHO_Team_TTs 14002216 ‘Implement 'trending' alerts in Nagios’
· ECHO_Team_TTs 14002215 ‘Add Nagios monitoring for operational dbrac2 nodes’
· ECHO_Team_TTs 14002214 ‘Add Nagios monitoring for operational elastic instances’
· ECHO_Team_TTs 14002213 ‘Add memory usage warning Nagios alerts for operational hosts.’
· ECHO_Team_TTs 14002211 ‘Add fs_data Nagios alerts for dbrac2node1, 2 and 3’
· ECHO_Team_TTs 14002186 ‘Substantially trim Nagios configuration members for alerts.’
· ECHO_Team_TTs 14002185 ‘Supply, install, and configure additional systems for elasticsearch nodes in ECHO Operations and Workload’
· ECHO_Ops_NCRs 11013569 ‘Improve elasticsearch memory usage’

Future Mitigation: 
Our alerting mechanism was not properly configured to identify predictable failures or detect them once they occurred. The ECHO infrastructure was able to absorb the unexpected failure of a node in the search cluster, however, since that node was not restored, the subsequent node failure caused the search cluster to shut down to prevent the possibility of data loss. We propose the following:

[bookmark: _GoBack]Audit our alert mechanism and:
· Introduce ‘trending’ alerts to pre-empt memory or disk space problems
· Provide ‘threshold’ alerts for memory usage on all nodes
· Provide additional ‘threshold’ alerts for disk usage where they are missing
· Direct text alerts to the appropriate parties on an alert by alert basis so they are not ‘missed’
· Update alerts to correctly detect search availability
· Add alerts to detect and monitor search cluster health.
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